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Abstract

The use of colliding laser pulses to control the injection
of plasma electrons into the plasma wake of a laser-plasma
accelerator is a promising approach to obtain reproducible
and tunable electron bunches with low energy spread and
emittance. We present recent particle-in-cell simulations
of colliding pulse injection for parameters relevant to on-
going experiments at LBNL. We perform parameter scans
in order to determine the best conditions for the production
of high quality electron bunches, and compare the results
with experimental data. We also evaluate the effect of laser
focusing in the plasma channel and of higher order laser
mode components on the bunch properties.

INTRODUCTION

With accelerating gradients three orders of magnitude
higher than conventional accelerators, laser-plasma based
accelerators (LPA) can reduce considerably the distance
needed to bring particles to high energy [1]. Recently,
mono-energetic electron beams have been produced at the
100 MeV level in only 2 mm [2] and at 1 GeV in 3 cm
[3] using this method. Controlled injection of high qual-
ity beams is necessary for applications such as high energy
colliders [4] or Thomson gamma sources [5]. In LPAs, this
can be achieved through injection from plasma density gra-
dients [6], ionization of high Z atoms present in the plasma
[7] or via colliding laser pulses (CPI) [8].

In the CPI method electrons of the background plasma
are trapped in a slow beat wave produced by the interaction
of two counter-propagating laser pulses and pushed on the
trapped orbits of the wakefield driven by an intense laser
pulse [9, 10, 11]. Current experiments use two laser pulses
where the driver pulse also interacts with a lower inten-
sity counter-propagating pulse to trap and accelerate elec-
trons. This method produces reproducible, tunable electron
beams with low energy spread and emittance [12].

In this paper, we present self-consistent particle-in-cell
(PIC) simulations, using the VORPAL framework [13], of
the CPI mechanism, with parameters relevant to LOASIS
experiments at LBNL [14]. Laser and plasma parameters
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Figure 1: Trapped charge versus delay between the two
laser pulses, for simulations (black) and experiment (blue).

are varied to determine the conditions for the production
of the best quality electron beams as well as to establish
parameters for the tunability of the beam. In addition, self-
consistent simulations allow access to the internal dynam-
ics, which helps optimize injection results. Here we present
parameter scans that were used to guide CPI experiments at
LBNL. We also comment on the effects of laser focusing in
a plasma channel and presence of higher order laser modes
in the driver pulse on the quality of the electron bunch.

PARAMETER SCANS

Parameter ranges are chosen to be relevant to ongoing
experiments at LBNL, using the 10 TW laser system of
LOASIS laboratory. The main laser used to drive the wake
is 0.6 J with a spot size w0 � 6 μm and a0 � 2, with
a0 � 0.85 × 10−9λ[μm](I[W/cm−2])1/2, where λ is the
laser wavelength and I the laser intensity. The collider
laser is � 0.25 J, with a duration of 50 to 100 fs, a spot
size w1 � 10 μm and an intensity a1 � 0.1 – 1. The
two lasers collide with a 19o angle in a plasma of den-
sity which can be varied up to n0 = 3 × 1019 cm−3 in
the experiments [14]. In the following we refer to the
laser parameters such that the normalized potential is of the
form a = a0,1 exp(−x2/L2

0,1) exp(−r2/w2
0,1) with L0,1

the pulse length and w0,1 the spot size, the indices (0, 1)
referring to the laser driver and collider, respectively.

Even though the wake is driven in a highly non-linear
regime, the trapping threshold is too low for any trapping
to occur with only the main laser pulse. The trapping is
turned on when the two laser overlap within a delay of
±200 fs, for a1 = 0.5, L0 = 11.5 μm, L1 = 18 μm,
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Figure 2: Trapped electron beam properties as a function
of plasma density.

n0 = 4.2× 1018 cm−3 and with other parameters as men-
tioned above. The trapped charge stays constant, with
∼ 20% variation, within the central 200 fs. This is con-
firmed in the experiments as seen on Fig. 1, where trapped
charge as a function of delay between the two pulses is plot-
ted for both experimental and simulation data.

The amount of trapped charge can be controlled by
changing the plasma density. For these laser parame-
ters simulations show an optimum for the trapped charge
around n0 ∼ 3× 1018 cm−3. Experiments observe a simi-
lar optimum at n0 ∼ 4×1018 cm−3, although with a shorter
laser driver, consistent with the higher optimal density [14].
Because the interaction volume stays constant, decreasing
the plasma density decreases the number of electrons avail-
able for trapping, leading to less trapped charge. On the
other hand, by increasing the density the resonant condi-
tion L0 ∼ λp, with λp = (πmc2/n0e

2)1/2 the plasma
wavelength, is no longer satisfied and the wakefield ampli-
tude decreases, increasing the trapping threshold. That is,
it requires a larger kick to the particles to be pushed from
the cold fluid orbit on the trapped orbit of the main wake.

A density scan around the density optimum, with a
plasma channel, reveals that there is a range in density
where the trapped charge remains constant. The presence
of the plasma channel allows for higher energy gain of the
electron beam as the laser does not diffract and maintains
high intensity over the whole acceleration length, keeping
the accelerating field strength high. As seen in Fig. 2, all
beam parameters remain the same between n0 � 3× 1018

cm−3 and n0 � 6× 1018 cm−3, except for the final energy
of the beam which varies because of the change of dephas-
ing length. Hence for a certain density range, it is possible
to tune independently the final energy of the electron beam.

On the other hand, when scaling the laser parameters
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Figure 3: Trapped electron beam properties as a function
of collider intensity.

with the plasma density, i.e., all lengths are varied propor-
tionally with the plasma wavelength, the beam parameters
follow the scaling laws predicted by the linear theory. The
dephasing length varies as 1/n

3/2
0 , the energy gain varies

as 1/n0, and the trapped charge varies as 1/n
1/2
0 , which

corresponds to the scaling giving the same amount of beam
loading for all densities [1, 15], while beam emittance and
energy spread stay constant. Using the linear scaling laws
can allow for a quick design of the accelerator properties,
i.e., while the parameters used in current experiments could
produce ∼ 20 pC beams at 300 MeV with few percent en-
ergy spread, 1.4 J driver and 0.5 J collider lasers are nec-
essary to produce ∼ 40 pC beams at 1GeV with a plasma
density n0 = 1018 cm−3.

The charge of the beam can also be controlled by vary-
ing the product of the two laser intensities a0a1 [8, 9]. This
is shown in Fig. 3 where the intensity of the collider pulse,
a1, is varied. The same behavior is observed as in the ex-
periment where charge starts to be trapped at a1 > 0.2,
and amount of trapped charge reaches a plateau at a1 > 1
[14]. As the charge increases we observe a decrease in
energy gain and increase of energy spread and emittance
due to beam loading. Energy spread could be controlled
by lengthening the bunch length, and locking the bunch
phase by using plasma density tapering [15]. The energy
gain could also be controlled by varying the bunch injec-
tion phase in the wake by using a three pulse scheme.

Note that even though all parameter scans were per-
formed with 2D PIC simulations, we verified that the
physics is robust by performing 3D benchmark. 3D sim-
ulations suggest that the energy gain can be 20% less be-
cause of stronger beam loading; however, the beam charge,
emittance and energy spread are well represented in the 2D
geometry.

LASER EVOLUTION AND HIGHER
ORDER MODES

Even though introducing a plasma channel allows for
higher energy gain of the electron beam, its depth must
be adjusted carefully so the main laser pulse does not over
focus and undergo betatron oscillations. For a low inten-
sity laser the matched condition for the plasma channel is
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Figure 4: Transverse laser profile is shown for (a) the
ideal Gaussian mode, and (b), (c) combination of Hermite-
Gaussian modes up to third order. The corresponding elec-
tron beam profile at dephasing is shown in (d) - (f).

for its transverse profile to be of the form n(r) = n0 +
Δnc(r/wm)2, with Δnc[cm

−3] = 1.13 × 1020/w2
m[μm],

and where wm is the matched spot of the channel and is
equal to the laser spot size, wm = w0. For a higher
intensity laser, as power gets close to the critical power,
Pc = 17 (λp/λ)

2 GW, we must choose wm > w0 to com-
pensate for self-focusing. Self-focusing of the driver right
after interaction of the two laser pulses where the electron
beam is trapped can lead to decrease of the trapped charge
in the bunch. This happens as the bubble length reduces
when the laser spot size decreases. Some of the particles,
originally trapped in the bubble are then located in a defo-
cusing phase, and are lost from the trapped bunch. Simula-
tions show that as the channel gets wider, more charge stays
in the bunch, because the laser self-focuses less and more
slowly. We find that a channel with wm = 9 μm matches
well the laser, avoiding betatron oscillations, and keeping
all the charge in the beam, while still retaining guiding nec-
essary for high energy beam.

While simulations are often performed with perfect
Gaussian modes for the laser pulse, some higher order
mode content can exist in high power lasers used to drive
experiments. We evaluate the effects of such higher or-
der mode content with 2D simulations by fitting laser pulse
profiles recorded in the experiment with Hermite-Gaussian
modes up to third order. Different transverse laser profiles
used in the simulation are shown in Fig. 4. Figure 4 (a)
shows the perfect Gaussian mode as reference, and Fig. 4
(b) and (c) show two laser profiles with higher order mode
content. Figure 4 (d)–(f) show the corresponding electron
bunch profile at dephasing. While the electron beam is
slightly steered off axis with the perfect Gaussian mode

(y � −2.6 μm) [Fig. 4 (d)], we observed that this can be
corrected by adjusting the timing between the two collid-
ing pulses. The presence of an asymmetric side lobe [Fig. 4
(b)] leads to steering of the electron beam off axis (y � 8
μm) as the laser peak intensity evolves towards positive y
with propagation distance. Reduction of the intensity of
the main peak [Fig. 4 (c)] leads to less trapped charge, as
the product a0a1 is decreased, and significant degradation
of the quality of the bunch. This shows that it is important
to control the quality of the main laser pulse to obtain high
quality electron bunches. This is performed in the lab by
using deformable mirrors.

CONCLUSION

Self-consistent PIC simulations performed with the
VORPAL framework, were used the predict and design
colliding laser pulse injection experiments at LBNL. Sim-
ulations have shown that for the parameters accessible in
these experiments high quality, 20 pC, electron bunch can
be accelerated to 300 MeV with few percent energy spread
and emittance of the order of 2 mm mrad. First experi-
mental results have shown good agreement with simulation
data, which gives confidence in the ability of the simula-
tions to predict the outcome of the experiments. Parame-
ter scans show that the properties of the beam can be con-
trolled independently by changing either the plasma den-
sity or the laser parameters. We have also stressed the im-
portance of controlling the plasma channel and the mode
of the main laser pulse to guarantee the quality of the fi-
nal electron bunch. Further beam optimization and control
can be achieved by using a CPI scheme with three laser
pulses, where two lasers of lower intensity collide behind
the driver pulse. This will be the object of future study both
with simulations and experiments.
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